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1. YCTAHOBKA U PA3BEPTbIBAHUE

1.1. NoaroTtoBKa cepBepa

LLlae 1: lNoOKno4eHue K cepsepy

ssh root@BALL_IP_AAPEC

Mnu c ncnonb3oBaHmMem Katoua:

ssh -i /path/to/private_key root@BALL_IP_AOPEC

lllge 2: ObHoBEHUE cucCMmeMbl
apt-get update

apt-get upgrade -y

lllae 3: YemaHo8Ka Heob6xo0umMbix MaKemos

apt-get install -y curl wget git

1.2. ABTOMaTuyecKkoe pasBepTbiBaHUe (pekomeHayeTcs)

Cambli I'IpOCTO[;I cnocob pa3BepPTbiIBAHMUA — UCMOJ/1Ib30OBaHME aBTOMATUYECKOTO CKpUNTa:

curl -fsSL https://raw.githubusercontent.com/smartcontrolsoft-lab/gazobeton-

docker3/main/deploy-server.sh | sudo bash

Yto Aenaet cKpuUnNT:

e YcrtaHasnusaeT Docker u Docker Compose



* YcraHasnusaet Git LFS

e KnoHupyet penosutopuii B /opt/gazobeton

e 3arpy»kaeT gamn 6a3bl AaHHbIX (65 MB yepes Git LFS)
e Cobupaet Docker-obpasbl

® 3anyckaeT BCe KOHTelHepbl

e BoccraHaBnauBaeT 6a3y AaHHbIX

e VYcrtaHaBnuBaet Laravel Passport

Bpemsa pa3ssepTtbiBaHUA: 25-35 MUHYT

1.3. PyyHoe pa3BepTbiBaHUEe

Ecnn aBTOMaTUYECKNA CKpuUNT HE NOAXO4MUT, BbINONTHUTE Ccheayloulne Wwarn BpyyHyto:

Lae 1: YemaHosKka Docker
curl -fsSL https://get.docker.com -o get-docker.sh
sh get-docker.sh

rm get-docker.sh

MpoBepKa yCTaHOBKMU:
docker --version

docker compose version

Ulae 2: YemaHosKa Git LFS

Git LFS Heobxoaum ana 3arpysku Aamna 6asbl AaHHbIX (65 MB):



curl -s https://packagecloud.io/install/repositories/github/git-Ifs/script.deb.sh | bash

apt-get install git-Ifs -y

git Ifs install

MpoBepKa yCTAaHOBKMU:

git Ifs version

Lllaz 3: KnoHuposaHue pernozumopus
# Co3paHune ANPeKTopumn ANa NPoeKTa
mkdir -p /opt/gazobeton
# KnoHnposaHue penosmtopumsa

git clone https://github.com/smartcontrolsoft-lab/gazobeton-docker3.git

/opt/gazobeton
# MNepexopq, B AUpPEKTOPUIO NPOEKTa

cd /opt/gazobeton

Lllae 4: 3az2py3ka damna 6a3bl OGHHbIX

BAXHO: lamn 6a3bl AaHHbIX XpaHuUTcA B Git LFS 1 flokeH 6bITb 3arpysKeH oTaenbHo:

cd /opt/gazobeton

git Ifs pull



MpoBepkKa HanMumna gamna:

Is -Ih database/init/01-restore.sql

Pasmep daiina gonkeH 6b1Tb NpumepHo 65 MB.

Lae 5: Hacmpolika nepemeHHbIX OKpyH#eHUA (0nyuoHan6HO)

Ecnv HeobX04MMO M3MEHUTL HACTPOMKKM NO YMONYAHUIO, CKONUPYWTE Npumep dalina:

cp env.docker.example gazobeton-back-dev/.env

OTpenaKktupyiTe paiin .env B gupekTopumn gazobeton-back-dev/:

e APP_KEY: Kntou npunoxeHus Laravel
e DB_PASSWORD: Maponb 6a3bl gaHHbIX

e APP_DEBUG: Pexxum otnagkm (false gns production)

Lllae 6: C60pKa u 3anyck KoHMeliHepos
cd /opt/gazobeton

docker compose up -d --build

YT1o nponcxoaumt:

e Cobupatotca Docker-obpasbl ana frontend, backend n database
e Cospatotca Docker volumes ansa aaHHbIX

e 3anycKaltTcA KOHTeHepbl B POHOBOM perknme



Bpemsa cb6opku: 20-30 MUHYT (3aBUCUT OT CKOPOCTU MHTEPHETA U cepBepa)

LLlae 7: OxcudaHue 3anycKka cepsucos

MNopoxante 30-60 ceKyHA, NOKa BCe CePBMUCHI 3anyCTATCA:

# MNMpoBepKa cTaTyca KOHTeENHEPOB
docker compose ps
# MpocmoTp noros

docker compose logs -f

Joxguteco COO6LLI,€HM171 O roTOBHOCTHK BCEX CEPBUCOB.

Lllaz 8: YcemaHosKa Laravel Passport

Laravel Passport Heobxoamm ana ayteHTMdPpuKaumm yepes OAuth2:

docker compose exec -T backend php artisan passport:install --force

Bbl 40NKHbI YBUAETH BbIBOA, C KAto4amu Passport.

Lllae 9: Mposepka pabomocnocobHocmu

MpoBepKa KOHTelHepOoB:

docker compose ps



Bce KoHTelHepbl A0XHbl 6bITb B cTaTyce "Up".

MposBepKa noros:
# Norn backend
docker compose logs backend
# Norwn frontend
docker compose logs frontend
# Norn database

docker compose logs database

MpoBepKa AOCTYNHOCTU:

e Frontend: http://BALL_IP:3000

e Backend API: http://BALL_IP:8000/api/health (ecnu ectb Takoi endpoint)

1.4. Hactpoiika gomeHa 1 SSL (onunoHanbHO)

Ulaz 1: Hacmpotika DNS

Hactponte A-3anucu B Bawem DNS-npoBaiaepe:

e gazobeton.tech - IP Bawero cepsepa
* app.gazobeton.tech - IP Bawero cepsepa

e www.gazobeton.tech - IP Bawero cepsepa

Ulaz 2: YemaHosKa Nginx Ha xocm-cepsepe

apt-get install -y nginx certbot python3-certbot-nginx



Lllae 3: Hacmpolika Nginx 015 landing page

Cospaute dain /etc/nginx/sites-available/gazobeton.tech:

server {
listen 80;
server_name gazobeton.tech www.gazobeton.tech;
root /var/www/landing;
index index.html;
location / {

try_files Suri Suri/ =404;

AKTUBMPYITE KOHOUTYPaLMIO:
In -s /etc/nginx/sites-available/gazobeton.tech /etc/nginx/sites-enabled/
nginx -t

systemctl reload nginx

Llae 4: Hacmpolika Nginx a5 npunoxceHus

Cospaiite daiin /etc/nginx/sites-available/app.gazobeton.tech:

server {



listen 80;
server_name app.gazobeton.tech;
location / {

proxy_pass http://localhost:3000;

proxy_http_version 1.1;

proxy_set_header Upgrade Shttp_upgrade;
proxy_set_header Connection 'upgrade’;
proxy_set_header Host Shost;
proxy_cache_bypass Shttp_upgrade;
proxy_read_timeout 3600;
proxy_connect_timeout 3600;

proxy_send_timeout 3600;

location /api {

proxy_pass http://localhost:8000;

proxy_http_version 1.1;

proxy_set_header Host Shost;

proxy_set_header X-Real-IP Sremote_addr;

proxy_set_header X-Forwarded-For Sproxy_add_x_forwarded_for;
proxy_set_header X-Forwarded-Proto Sscheme;
proxy_read_timeout 3600;

proxy_connect_timeout 3600;


http://localhost:3000/
http://localhost:8000/

proxy_send_timeout 3600;

AKTMBMpPYIHTE KOHPUTYPALULO:
In -s /etc/nginx/sites-available/app.gazobeton.tech /etc/nginx/sites-enabled/
nginx -t

systemctl reload nginx

Llge 5: MonyyeHue SSL-cepmugpukama
# [ina landing page
certbot --nginx -d gazobeton.tech -d www.gazobeton.tech
# Ona npunoxkeHna

certbot --nginx -d app.gazobeton.tech

Certbot aBTomaTtnyeckun Hactpout HTTPS 1 nepeHanpasneHne ¢ HTTP.

LLlae 6: O6bHosneHuUe KoHguaypayuu frontend

O6HoBuTe daiin frontend/config.js B penosntopumn gns ncnonb3oBaHMA npaBuabHoro API

XOCTa:



const URL_PREFIX="";
let HOST_API = undefined;
window.getUrlPrefix = () => {

return URL_PREFIX;

window.getHostApi = () => {

if('HOST_API) {
const protocol = window.location.protocol;
const hosthame = window.location.hostname;

HOST_API = protocol +"//" + hostname + "/";

return HOST_API;

MNepecobepute frontend:
cd /opt/gazobeton

docker compose up -d --build frontend

1.5. MepBbIX BXOA, B cuctemy

Mocne ycnewHoro passepTbiBaHUA:



OTKpowTe 6paysep 1 neperauTe no agapecy: - http://BALL_IP:3000 mnu -

https://app.gazobeton.tech (ecnu HacTpoeH gomeH)

3aperucTpupyiite nepBoro nosb3osaTens: - [lepeigmre Ha CTpPaHMLY PerncTpaLum -
3anonHuTe dopmy pernctpauum - Nepeblil 3aperucTPMPOBAHHDINA NO/Ib30BaTE/Nb

dBTOMAaTUYECKU NoNy4YaeT npaBa agMUHUCTPATOPA
BOVILI,VITE B CUCTEMY NUCNO/1Ib3YyA CO34aHHbIE YY4ETHbIE AaHHbIe

Ecnn 6a3a aaHHbIX 6bl1a BOCCTaHOBAEHA M3 gamna, ucnosb3ynTe: - Email:

test@test.ru - Maponb: 12345678



2. 3KCNNYATAUMUA

2.1. YnpaBsneHue KOHTeiliHepamm

Mpocmomp cmamyca
cd /opt/gazobeton

docker compose ps

llpocmomp no2os
# Bce cepsuchbl
docker compose logs -f
# KOHKpeTHbIN cepBuUC
docker compose logs -f backend
docker compose logs -f frontend

docker compose logs -f database

lMepe3anyck cepsucos
# Bce cepsuchbl
docker compose restart
# KOHKpEeTHbI cepBUC

docker compose restart backend

OcmaHoska cepsucos

docker compose down



OcmaHoska ¢ yoaneHuem volumes (OCTOPOMHO!)
docker compose down -v

BHUMAHME: 370 yaanuT Bce AaHHble, BKAOYasa 6a3y AaHHbIX!

2.2. O6bHOBNEHUEe cUcTeMbl

lllae 1: OcmaHosKa KoHMeliHepos
cd /opt/gazobeton

docker compose down

Ulae 2: ObHosneHuUe Kooa
git pull origin main

git Ifs pull # Echn obHoBAANCA gamn B/,

Lllae 3: Mepecbopka u 3anycK

docker compose up -d --build

Lllae 4: MpumeHeHue muepayuli (ecau ecmo)

docker compose exec backend php artisan migrate --force

Ulaz 5: O4yucmKa Kewa
docker compose exec backend php artisan cache:clear

docker compose exec backend php artisan config:clear



docker compose exec backend php artisan route:clear

2.3. Paborta c 6a30ii AaHHbIX

[MoOKAoYeHue K 6ase OaHHbIX

docker compose exec database psql -U postgres -d gazobeton

BeinonHeHue SQL-3anpocos

docker compose exec -T database psql -U postgres -d gazobeton -c "SELECT COUNT(*)
FROM users;"

Co30aHue pesepsHoli Konuu

docker compose exec -T database pg_dump -U postgres gazobeton > backup_S$(date

+%Y%mM%d_%H%M%S).sql

BoccmaHoeneHue us p€3€p8HOﬁ Kornuu

docker compose exec -T database psql -U postgres -d gazobeton <

backup_20240101_120000.sql

2.4. UMmnopT gaHHbIX

Yepes seb-uHmepgpelic
e Bonaute B cuctemy
e T[lepengute B pasgen "daHHbie"
e Haxmute "MMnNopT AaHHbIX"

e Bbibepute CSV daiin



* 3arpysute pann

Yepes ¢patinosyro cucmemy

MomecTtute CSV daiinbl B ANPEKTOPUIO:

gazobeton-back-dev/storage/app/files/data/import/

MNopaneprknsaemole paiinbl:

e ak.csv - gaHHble aBTOK/1aBa

e apt.csv - AaHHble aBTOK/MaBHOM NapoobpaboTku
e general.csv - 0bwue aaHHble

® mixreport.csv - oT4eTbl CMELUIMBAHUSA

e otk.csv - paHHble OTK

e otk_def.csv - nedektol OTK

MNMocne pasmeleHma hannoB BbINOJHUTE CUHXPOHMU3ALUMIO Yepes Beb-nHTepdeC.

2.5. O6yueHue ML-mopeneit

Yepes seb-uHmepaghelic
e [lepengute B pasaen "AHanutmka"
e Bblibepute TMN aHanM3a
e Haxmute "O6yunTtb moaens"
e Bbibepute Habop AaHHbIX ANA 0byyeHus

e [oxautecb 3aBeplueHns obydeHuns (10-30 muHyT)



Yepes API
curl -X POST http://localhost:8000/api/analysis/train \
-H "Authorization: Bearer YOUR_TOKEN" \
-H "Content-Type: application/json" \

-d '{"data_id": 1, "model_type": "catb"}'

2.6. MOHUTOPUHT cUcTeMbI

Ucnons3osaHue pecypcos
# UcnonbzosaHue CPU 1 namAatun
docker stats
# Ucnonb3oBaHue AUCKa

df -h docker system df

[Mposepka 300posbsa cepsucos
# MNposepka backend
curl http://localhost:8000/api/health
# MNposepka frontend
curl http://localhost:3000
# MNpoBsepkKa database

docker compose exec database pg_isready -U postgres



3. YCTPAHEHUE HEMOJIAAOK

3.1. Mpobaembl ¢ 3aNyCKOM KOHTEMHEPOB

KoHmeliHep He 3anyckaemcs
# MNpocmoTp noros
docker compose logs [service_name]
# MpoBepKa KoHbUrypaumm
docker compose config
# MNepecbopka 6e3 Kella
docker compose build --no-cache

docker compose up -d

Owubku c npasamu docmyna

docker compose exec backend chmod -R 777 storage bootstrap/cache

3.2. Mpobnembl c 6a30i1 gaHHbIX

baza 0aHHbIX He soccmaHasnusaemcs
# NpoBepKa HannunAa gamna
Is -Ih database/init/01-restore.sql
# Py4yHOe BocCTaHOBNEHME

docker compose exec -T database psql -U postgres -d gazobeton < database/init/01-

restore.sql



Owubku muepayuli

# Cbpoc 1 NOBTOPHOE NPUMEHEHME MUTPaLNiA

docker compose exec backend php artisan migrate:fresh --seed --force

BHUMAHME: 3710 yaanut Bce gaHHble!

3.3. Mpobnembl c NPOU3BOAUTENBHOCTBIO

MedneHHaa paboma API

# MNposepka noros backend

docker compose logs backend | grep -i error

# OuncTKa Kewa

docker compose exec backend php artisan cache:clear

docker compose exec backend php artisan config:clear

Hexeamka namamu

# NMpoBepKa UCNOb30BaHUA NAMATU

docker stats

# YsenuyerHne numutos B docker-compose.yml

# [lobaBbTe B CEKUMUIO services:

# deploy:

# resources:

# limits:



# memory: 4G

3.4. NMpo6aembi ¢ ML-cepBepamum

ML-cepsep He omeeyaem
# NposepkKa noros supervisor
docker compose exec backend supervisorctl status
# MNepesanyck ML-cepBepa

docker compose exec backend supervisorctl restart [server_name]

OwubKu npu obyyeHuu mooeneli
# MNposepka noros Python
docker compose exec backend tail -f /var/www/storage/logs/laravel.log
# MNposepka goctynHocTn ML-cepsepos

curl http://localhost:1082/prepare

curl http://localhost:1083/predict

3.5. Mpo6aembl ¢ ceTbio

HedocmyneH frontend/backend
# MNposepKa nopTos
netstat -tulpn | grep -E '3000|8000'
# Mposepka firewall

ufw status


http://localhost:1082/prepare

iptables -L
# MNMpoBepKa KOHTENHEPOB
docker compose ps

docker compose logs [service_name]

3.6. OuncTtka cucremsl

O4yucmka Heucriosb3yemobix O5p0306

docker system prune -a

Ouyucmka volumes (OCTOPOM{HO!)

docker volume prune



4. PESEPBHOE KONMUPOBAHWUE N BOCCTAHOBJIEHUE

4.1. Pe3epBHOe KonupoBaHue 6a3bl AaHHbIX

Asmomamu4eckoe pe3epeHoe KoriupoeaHue

CospauTe ckpunTt /opt/gazobeton/scripts/backup-db.sh:

#!/bin/bash
BACKUP_DIR="/opt/gazobeton/backups"
DATE=$(date +%Y%m%d_%H%M%S)
mkdir -p SBACKUP_DIR

docker compose exec -T database pg_dump -U postgres gazobeton | gzip >

SBACKUP_DIR/backup_SDATE.sql.gz
# YnaneHue ctapbix 63kanos (ctapwe 30 aHen)

find SBACKUP_DIR -name "backup_*.sql.gz" -mtime +30 -delete

CpenaiTe CKPUNT UCNONHAEMBIM:

chmod +x /opt/gazobeton/scripts/backup-db.sh

HaCTpOl';ITe cron anAa aBTOMaTU4eCKOro pe3epBHOro KONNpoBaHUA:

crontab -e

[obaBbTe CTPOKY (pe3epBHOE KONMPOBAHME KaXKabll AeHb B 2:00):

02 * * * /Jopt/gazobeton/scripts/backup-db.sh



PyyHoe pesepsHoe KonuposaHue
cd /opt/gazobeton

docker compose exec -T database pg_dump -U postgres gazobeton > backup_S(date

+%Y%mM%d_%H%M%S).sql

4.2. Pe3epBHOEe KonupoBaHue ¢ainios

PesepsHoe KonuposaHue storage
cd /opt/gazobeton
docker compose exec backend tar -czf /tmp/storage_backup.tar.gz /var/www/storage

docker cp gazobeton-backend:/tmp/storage_backup.tar.gz ./backups/storage_S$(date
+%Y%mM%d_%H%M%S).tar.gz

PesepsHoe KonuposaHue ML-modeneli
cd /opt/gazobeton

docker compose exec backend tar -czf /ftmp/models_backup.tar.gz

/var/www/storage/app/files/analysis/model

docker cp gazobeton-backend:/tmp/models_backup.tar.gz ./backups/models_S(date
+%Y%m%d_%H%M%S).tar.gz

4.3. BoccTaHOB/NEHUE U3 pe3epBHOU Konuu

BoccmaHosneHue 6a3bl 0aHHbIX
# OcTaHOBKA KOHTeHepPOB (ONUMOHa/bHO)
docker compose stop backend

# BoccTtaHOB/EHUE



docker compose exec -T database psql -U postgres -d gazobeton <

backup_20240101_120000.sql
# Unn pna cxkatoro danna

gunzip < backup_20240101_120000.sql.gz | docker compose exec -T database psql -U

postgres -d gazobeton
# Mepe3anyck KOHTeNHEpPOB

docker compose start backend

BoccmaHoeneHue ¢alinos
# BocctaHoBneHMe storage
docker cp ./backups/storage_20240101_120000.tar.gz gazobeton-backend:/tmp/
docker compose exec backend tar -xzf /tmp/storage_20240101_120000.tar.gz -C /
# BoccTaHoBNEHWe moaenel
docker cp ./backups/models_20240101_120000.tar.gz gazobeton-backend:/tmp/

docker compose exec backend tar -xzf /tmp/models_20240101_120000.tar.gz -C /

4.4. NMonHoe pe3epBHOE KONUPOBAHUE CUCTEMDbI

CosaaiiTe CKpMNT /1A MNOHOrO Pe3epPBHOro KOMMPOBAHMA:

#1/bin/bash
BACKUP_DIR="/opt/gazobeton/backups/full"
DATE=$(date +%Y%m%d_%H%M%S)

mkdir -p SBACKUP_DIR



# Pe3sepBHOe KonuposaHue B[]

docker compose exec -T database pg_dump -U postgres gazobeton | gzip >

$BACKUP_DIR/db_$DATE.sql.gz

# Pe3sepBHOe KonupoBaHue storage

docker compose exec backend tar -czf /tmp/storage.tar.gz /var/www/storage

docker cp gazobeton-backend:/tmp/storage.tar.gz SBACKUP_DIR/storage SDATE.tar.gz
# Pe3sepBHOE KONUPOBAHWE Mmoaesneit

docker compose exec backend tar -czf /tmp/models.tar.gz

/var/www/storage/app/files/analysis/model

docker cp gazobeton-backend:/tmp/models.tar.gz SBACKUP_DIR/models_SDATE.tar.gz
# Pe3epBHOe KONMPOBaHWE KOHOUIypaLum

tar -czf SBACKUP_DIR/config_SDATE.tar.gz docker-compose.yml env.docker.example

echo "Pe3epBHoe KonuposaHue 3asepuieHo: SBACKUP_DIR"



NMPUNOKEHUA

MpunoxeHune A: CTpyKTypa npoekra

/opt/gazobeton/

—— backend/ # KoHdmrypauua backend
—— Dockerfile

—— nginx.conf

L supervisord.conf

—— frontend/ # Kondmrypauma frontend
—— Dockerfile

—— nginx.conf

- config.djs

—— database/ # Kondurypauua BI

L init/

L 0l-restore.sqgl

—— gazobeton-back-dev/ # McxopgHelt Kopm backend
—— gazobeton-front-dev/ # Mcxomueii xom frontend
—— docker-compose . yml # Kondmroypauwmsa Docker Compose
— deploy-server.sh # CHDMOT aBTOMATHMYECKODO pPaSBEepPTHEaHMA
- scripts/ # BcooMoraTelbHEE CHPMIITH

backup-db.sh
restore-db.sh

MpunoxkeHue B: NonesHblie KOMaHAbI

# NpocMmoTp MCNONb30BaHNA PECYPCOB

docker stats

# MpocmoTp Ioros B peaibHOM BpemeHu

docker compose logs -f [service]

# BbInONHEHWE KOMaHA B KOHTENHepe

docker compose exec [service] [command]

# MNepecbopka KOHKPETHOro cepBuca

docker compose up -d --build [service]

# OuncTKa Hencnonb3yembix pecypcos

docker system prune -a



# MpocmoTp volumes

docker volume Is # MpocmoTp ceTen docker network |s

MpunoxkeHue C: KOHTaKTbl NogAEePKKU
¢ Email: rezanovdv@mail.ru
e GitHub: https://github.com/smartcontrolsoft-lab/gazobeton-docker3

e lokymeHTauma: Cm. README.md B peno3sutopuu
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